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Abstract. This work describes a Shallow Question Answering System (QAS) 
restricted to legal documents. This system returns a set of relevant articles ex-
tracted from several regulation documents. The set of relevant articles allows 
inferring answers to questions posed in natural language. We take the approach 
of representing the set of all the articles as a graph; the question is split in two 
parts (called A and B), and each of them is added as part of the graph. Then 
several paths are constructed from part A of the question to part B, so that the 
shortest path contains the relevant articles to the question. We evaluate our 
method comparing the answers given by a traditional information retrieval sys-
tem—vector space model adjusted for article retrieval, instead of document re-
trieval—and the answers to 21 questions given manually by the general lawyer 
of the National Polytechnic Institute, based on 26 different regulations (acad-
emy regulation, scholarships regulation, postgraduate studies regulation, etc.); 
with the answer of our system based on the same set of regulations. The results 
show that our system performs twice as better with regard to the traditional In-
formation Retrieval model for Question Answering. 

1   Introduction 

Modern search engines allow retrieving a set of documents given a set of keywords. Af-
ter this step, the user should make an additional effort to filter them and to find the spe-
cific information that he or she needs [1]. In recent years, there has been an extensive 
research of alternative methods which allow to access information in an easier way than 
the one provided by the current search engines. Part of this research has focused in 
Question Answering Systems (QAS). These systems are classified with regard to the 
collection of documents which they access. If the collection is about several subjects, 
the system is called an Open Domain QAS; whereas for a single subject, it is called Re-
stricted Domain QAS. Restricted Domain QAS (RDQAS) have received more attention 
lately: Several RDQAS have been developed, including voice recognition [2], focused 
in medical areas [3,4,5], domestic areas [2], construction [6], and legal [7,8].  

Particularly for the legal domain, the workshop Question Answering for interrogat-
ing legal documents took place in 2003, in the framework of the JURIX Forum (The 
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foundation for Legal Knowledge Based Systems). Several works showed that a com-
mon problem is that traditional Information Retrieval Methods are not adequate to 
find the relevant fragments which answer legal questions because they do not con-
sider the logical relationships between articles. In addition, many questions require an 
answer which cannot be found explicitly in a single article, or fragments of them, but 
intrinsically in the relationship between articles [9,10]. Some works use logic infer-
ence mechanisms such as COGEX System [14] and the system by Quaresma et 
al. [7]. However, these systems need expensive resources such as ontologies, axioms, 
and are language dependent. To avoid such requirements, we propose using a graph 
for capturing the relationships between articles in regulations answering with a set of 
articles related with the question and between them, hence the denomination Shallow 
QA—see Section 2. For details of the rest of the System, see Section 3. 

Unfortunately, RDQAS do not have a standard evaluation system as the Open Do-
main QAS1 have, mainly because of the heterogeneous characteristics of these sys-
tems. Still there is a long way for exploration in this subject. We test our system with 
regard to a traditional vector space model information retrieval system to answer 
questions particularly for the Spanish language given a set of 26 regulation documents 
from the National Polytechnic Institute. Details of our evaluation and experiments are 
given in Sections 4 and 5. 

2   Using Graphs for Question Answering 

We propose the architecture of the QAS based on the common characteristics posed 
by regulation documents, as well as the kind of questions and answers expected by the 
user. Regulation texts have a defined structure, they are composed of chapters, and 
these, in turn, are subdivided in articles. There exists a relationship among articles of 
a single regulation text and also among articles of different document. 

The questions we focus on consist mainly on asking if it is possible to perform cer-
tain action or not, for example: 

Question: Is it possible to award a honorable mention to a bachelor if he chose 
to graduate using the qualification option? 

For that kind of questions, a final ‘yes’ or ‘no’ is expected. However, particularly 
for the legal domain, such a short answer is not desirable, because the answer should 
be supported by its corresponding articles. For this reason, we focus in providing the 
set of articles from which it is possible to infer the final answer. For the previously 
stated question, the general lawyer of the National Polytechnic Institute, answers2: 

Answer: As stated by the Professional Graduation Regulation from the Na-
tional Polytechnic Institute, the following can be concluded: The option of 
graduating by qualification proceeds if the student’s average is higher than 
9.0 and all of his subjects were approved in an ordinary way (Chapter II of 
“On Graduating Options”, article 13). The candidate can only aspire to the 
award of honorific mention, if, in addition to covering other requisites 
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disposed in this regulation, he presents professional exam (Chapter VII, “On 
the Professional exam”, article 43). Graduating by qualification does not re-
quire presenting the professional exam, so that it cannot be included within 
the article 43 fraction II of the mentioned Regulation; when this option is 
chosen, the candidate cannot obtain honorific mention. 

We can see from this answer that it consists of the articles which support it, as well 
as the reasoning to obtain it. In our case, the developed system was designed to return, 
as previously mentioned, only the set of articles which eventually contain those which 
answer the posed question. Because our system does not return a completely logically 
evaluated answer such as ‘yes’ or ‘no’, it is considered as part of the Shallow Ques-
tion Answering Systems. 

It is considered that graphs are structures capable of coding naturally the similarity 
relationships between textual units, and also, its utility in natural language processing 
tasks has been verified [11]. Because of this, our system uses as fundamental compo-
nent the representation of a set of documents as a graph where each node corresponds 
to an article of the set of documents, and the values associated to the edges corre-
spond to the degree of similarity between them. Using this representation we pretend 
to reflect the structure of the regulation texts, and in turn, use it for the extraction of 
the articles which constitute the answer to a question to the system. 

The fundamental parts of the system are shown in the graph in Figure 1. Question 
pre-processing consists on constructing the query based on the question, and Answer 
Extraction consists on adding the generated query as two new nodes (A and B). Then 
the shortest path between A and B is sought. We will show that this path contains ar-
ticles highly related to the question, and they share certain degree of similarity be-
tween them. 

 

Fig. 1. General architecture of the proposed Question Answering System 

3   System Description 

3.1   Document Collection Preprocessing 

The first step is a pre-processing of the set of documents which consists on articles 
(1698 articles in total) from 26 different regulations: First, convert to lowercase, 
eliminate punctuation symbols, roman numbering, Arabic numbers, hyphens, isolated 
chars from a to z; then, eliminate stopwords. This step was optional, and we con-
ducted our tests with both keeping and removing stopwords. 
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3.2   Graph Description 

The documents (articles of regulations) were represented as vectors, following the 
Vector Space Model [12, 13]. Each term was weighted by the TF·IDF measure (Term 
Frequency—Inverse Document Frequency). See equations (1), (2) and (3). 
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Where |A| is the total number of articles in the document collection and { }jij ata ∈:  

is the number of articles where the term ti appears. 
Finally, a graph was constructed for each document collection, see Figure 2. Each 

node represents an article of a regulation text, and the associated values to the edges 
Vi,j between each pair of nodes represents the inverse value of the standard similarity 
cosine measure. 

 

Fig. 2. Representing of the document set as a graph 

3.3   Query Building Module 

The question is pre-processed and then integrated into the graph in the same way that 
the regulation collection. Each question is converted to lowercase, punctuation sym-
bols are eliminated (parenthesis, hyphens, numbers, etc.). Stopwords are kept (QK) or 
removed (QR) and finally, words that do not exist in the document collection are 
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removed—this is equivalent to finding a similarity measure of 0 for them. The 
weighting values are calculated with regard to the document collection (See eq. (2)). 

3.4   Answer Extraction Module 

From the query of the previous module, two new articles are added to the graphs 
(Figure 3). The answer extraction consists on finding the paths of minimal weight  
using the Dijkstra algorithm: Once the first minimal path is found, the nodes which 
constitute it are eliminated, and the Dijkstra algorithm is run again until the graph be-
comes disconnected for the pair of nodes which constitute the query. The answer 
paths are ordered from less to more weight, and are returned to the user with the text 
of each article corresponding to the node in the regulation collection. 

 

Fig. 3. A user question is split in two parts, which are added in the same way that the set of ar-
ticles 

4   Evaluation 

The evaluation of the QAS is based on the following criteria: 

i Relevance: The output of the QAS should answer to the questions of the kind “yes 
or no”; this is measured by determining if the articles that the general lawyer con-
siders to produce an answers were returned by the system. 

ii Noise degree in the answer: Alien and irrelevant information that the system re-
turns is quantified. 

To implement the measure of these both criteria, we use the following procedure: 
Initially, the answer is limited to 100 articles. It is unlikely that the answer is found 
after such number of articles. The returned articles were divided in groups of 5 (the 
maximum number of articles that can be found in a single answer of the lawyer). Each 
group was given the value Vi, following equation (4) 
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where n is the group number (the first 5 articles constitute the group 1, the next 5, 
group 2, etc). N is the maximum number of packages that can be found (N=20, as 
5·20=100 articles). 

Finally, each article returned for a determined answer is graded using the following 
expression: 
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where CRi is the grade assigned to the answer of the i-th question, n is the package 
number where the answer-article was found, and nAR is the number of answer-articles 
found. 

The final mark of the system is the average of the grades CRi, i.e.: 
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where np is the total number of questions for evaluation.  

5   Experiments and Results 

For this report, our system was tested with 21 questions. We tested against a basic In-
formation Retrieval System (IRS) based on the vector space model. This IRS uses the 
same set of vectors used for the construction of the graph, but this time they were di-
rectly compared with the cosine measure with the query. The vectors which are more 
similar to the query are returned, so that the output of this system is the set of articles 
relevant to the query. The results were then compared with the results of our QAS. 

We performed several experiments varying different parameters of the QAS: 

a. Keeping (K) and removing (R) stopwords. 
b. Different schemes of automatic question division in two parts (A and B) when 

converting the query. 

As we mentioned in Section 3.3, we tested with keeping and removing stopwords. 
This yields two derived regulation document collections: DCK (Document collection 
keeping stopwords) and DCR (Document collection removing stopwords), and two 
kinds of queries, QK and QR which correspond to keeping or removing stopwords in 
the query.  

Additionally, we performed four experiments with regard to the automatic division 
of the query in part A and part B. For example, consider the following question: 

Cómo se lleva a cabo el procedimiento de elección de representantes alumnos ante 
el consejo técnico consultivo escolar? ‘What is the procedure for electing the stu-
dent representative at the Technical Advisory School Council?’ 
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After the procedure described in sections 3.3 and 3.4, the query is divided in two 
new articles (nodes) A and B with the following contents, according to one of the 
four followings types of division: 

Half Division (H): Node A will contain the left half of the question, and Node B will 
contain the rest. If the number of words in the query is odd, the Node A will contain 
one word more than Node B. (Node A: lleva acabo procedimiento elección represen-
tantes alumnos, Node B: ante consejo técnico consultivo escolar) 

Mixed Division (M): In this type of division, terms are mixed: odd words are in Node 
A and even words are in Node B. (Node A: lleva procedimiento representantes ante 
técnico escolar, Node B: cabo elección alumnos consejo consultivo) 

Reversed Half Division (H’): As in Half Division (H) but the contents of node A and 
B are exchanged: (Node A: ante consejo técnico consultivo escolar, Node B: lleva 
cabo procedimiento elección representantes alumnos) 

Reversed Mixed Division (M’): As in Mixed Division (M) but contents of the Node 
A and Node B are exchanged. Even words are in Node A and odd words are in Node 
B. Node A: cabo elección alumnos consejo consultivo, Node B: lleva procedimiento 
representantes ante técnico escolar) 

We tested every combination of these parameters, which yielded 12 experiments. 
Table 1 shows the description and name of each experiment. We compared the 

Table 1. Descriptions and name of each experiment. R and K refer to Remove or Keep 
stopwords in the document collection or the query, respectively. H and M refer to Half division 
or Mixed division of the query, respectively. H’ and M’ refer to exchanging nodes A and B in 
the query. 

Division Type 
 

Answers Found 
Sys-
tem 

Document 
Collection Query 

QK 
Query 

QR 

Average 
Mark Com-

plete 
Partial 

Without 
ans. 

H - 0.4449 9 6 6 
M - 0.4723 10 5 6 
H’ - 0.4445 10 5 6 

DCR 

M’ - 0.4716 10 5 6 
H - 0.5342 12 5 4 
M - 0.4988 13 3 5 
H’ - 0.5351 12 5 4 
M’ - 0.5023 13 3 5 
- H 0.4851 10 5 6 
- M 0.4865 10 6 5 
- H’ 0.4858 9 6 6 

 
QAS 

 
DCK 

- M’ 0.4889 10 6 5 
DCK - - 0.2253 3 5 13 IRS 

 DCR - - 0.1892 4 6 11 
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performance of our system with two experiments based in the document collection 
DCK (Document Collection Keeping stopwords) and DCR (Document Collection 
Removing stopwords). These experiments are shown in the last two rows of Table 1. 

6   Conclusions and Future Work 

Our proposed graph-based QAS has noticeably better performance with regard to the 
traditional model for IR; notwithstanding, the marks obtained in Table 1 show that 
our system still has a lot of room for improvement, considering the performed ex-
periment which provides answers compared to those given by the general lawyer of 
our Institute to a set of 21 questions. 

The experiments show that all marks of the QAS are between the range of 0.4445 
and 0.5351. This is a very small variation, meaning that the impact of varying the di-
vision type does not have a relevant impact, i.e., the arranging of the nodes has a 
small effect for the architecture we used. 

With regard to keeping or removing stopwords, we found that keeping stopwords 
yields a small improvement in the performance of the system, being this only a small 
change. 

It is important to note that these results cannot be directly compared with similar 
systems, because usual competitions such as TREC or CLEF consider that the answer 
is contained in several text fragments, whereas our system considers that answers that 
are not contained specifically in one or more snippets, but in their relationship—
consider the example presented in Section 2: a traditional answer might be “Article 
13” or “Article 43”, but in this case, the answer is not found completely in one or an-
other, but in the combination of both. 

Future work includes using natural language techniques such as lemmatization and 
using related words from a thesaurus to smooth the similarity measures in order to 
improve the rank of the answer-articles. 
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